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A Decade of EO CubeSats

ÅIn 1999, Cal Poly and 

Stanford University 

developed the CubeSat 

specifications to promote 

and develop the skills 

necessary for the design, 

manufacture, and testing of 

small satellites intended for 

low Earth orbit (LEO)

ÅSince 2007, science 

based satellites

ÅScience select-

ed by C3PO

constraints
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AeroCube Fire Detection 

(CubeSat Developersô 

Workshop, April 2014)

IceCube ready for ISS ï

radiometer to study ice 

clouds (NASA GSFC) 3U Cubesat (MicroMas satellite for 

temperature and pressure profiling)



Why did Small Satsget popular?
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CubeSats /NanoSats at NASA Ames
ÅThe advent of the CubeSat standard

ÅMiniaturization of propulsion, power systems or 

electronics

ÅFrequent and cheaper launch opportunities by 

emerging companies such as SpaceX and 

RocketDyne

ÅHosted payload opportunities on traditional 

rockets using the Evolved Expendable Launch 

Vehicle (EELV) Secondary Payload Adapter 

(ESPA)

ÅDeployment mechanisms for CubeSat

payloads using the PPOD launcher or 

NanoRacks

ÅIncreasing availability of ground stations

Deployment and operation of large numbers 

of small satellites more feasible 

than it ever used to be

Edison 1.5U satellites

Proposed and 

funded 

BioSentinel
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Why Multiple Satellites?
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Å Distributed Space Missions (DSMs): 
Constellations, formations, ad-hoc constellation -
home or hetero, cellularized systems, federated 
satellites

Å Performance: Improve sampling and range in 
spatial (synthetic apertures), temporal 
(constellations), spectral (fractionated S/C), 
angular (formations) dimensions

Å Cost: Need more inter-operability planning, 
autonomy, scheduling commands + data, ground 
station networks

Å Ilities in Operations: Flexibility, 
Reconfigurability, Scalability, etc.

Å Better Design: Many conflicting variables and 
objectives thus better methods needed in Phase 
A+ - coupled models, machine learning, 
planning/scheduling methods, etc.

Slide #1

Fractionated S/C Image: DARPA

Constellation Image: ESA

Formation Image: CNES



EO Constellation Coverage

NASAôs Tradespace Analysis Tool for Constellations:

Landsat w/ 1-8 sats => 20 uniform Walker and 8 Ad-Hoc constellations 
Area of Interest: USGS Landsat grid of 17000 land/coastal images.
TAT-C takes <15 hours of run-time compared to STKôs 12 days. 

Reference: S. Nag, S.P. Hughes, J.J. Le Moigne, "Streamlining the Design Tradespace for Earth Imaging 

Constellations", AIAA Space Conference, Long Beach California, September 2016



Constellation Design w/ Pointing

Scheduling pointing ops for 

narrow sensors on LEO sats to 

maximize global coverage + 

minimize image distortion under 

attitude control, cloud cover, etc. 

constraints.

vs.

All Coverage products are improved 

by Constellations
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Autonomous Planning and Scheduling
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Cubesatonboard processing capability has grown by Mooreôs Law

Å Space Cube Mini (commercial Xilinx V5 or radiation hardened Space-grade 

Virtex-5QV) can process SAR images and compress more than 6x

Å NASA GSFCôs Core Flight Software (used on LADEE, LRO, GPM, MMS among 

others) has been demonstrated on the Raspberry Pi 3

Å Open source languages such as PLEXIL and government access software such 

as CASPER (EO-1) are being used for autonomous scheduling on ISS, rovers

Å Images can be processed and next observations automatically scheduled on 

satellites

Reference: 

https://cfs.gs

fc.nasa.gov/

https://direct

ory.eoportal.

org/web/eop

ortal/satellite

-

missions/i/ip

ex

http://plexil.s

ourceforge.n

et/wiki/index.

php/Main_P

age

http://casper.

jpl.nasa.gov/

https://cfs.gsfc.nasa.gov/
https://directory.eoportal.org/web/eoportal/satellite-missions/i/ipex
http://plexil.sourceforge.net/wiki/index.php/Main_Page
http://casper.jpl.nasa.gov/


UAV Comm and Surveillance
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Unmanned Aircraft System (UAS) Traffic 

Management (UTM)
Enabling Civilian Low-Altitude Airspace and Unmanned 

Aircraft System Operations

Å Coordinated 

communication of state info 

between UAV to ground 

stations using Automatic 

Dependent Surveillance 

Broadcast (ADS-B)

Å Detailed model of range 

and signal fidelity of every 

UAV with respect to 

operator, other UAVs and 

manned aircraft

Å Adding satellites to the 

model, especially those 

with intelligent and dynamic 

pointing abilities, will create 

a Sensor Web of remote 

sensing capability.
Reference: S. Nag, K.S. Inamdar, J. Jung, ñCommunication 

Simulations for Unmanned Aerial Vehicles equipped with Automatic 

Dependent Surveillanceò, AIAA Aviation Conference, June 2017



Decades of EO Aerial Vehicles
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Manned and unmanned aerial remote sensing has 

been prevalent for decades for targeted regions 

and instruments (called campaigns) Å UAV similarities with 

Cubesats: Low size, 

weight and power; 

quick to design and 

deploy

Å Pros over satellites: 

Higher resolution, 

controlled coverage ï

spatial and temporal, 

easy to replace, 

Å Cons that can be 

supported by 

satellites: Limited 

spatial and temporal 

coverage
Reference: Chirayath, V., and Earle, S. A. (2016) Drones that see 

through waves ïpreliminary results from airborne fluid lensing for 

centimetre-scale aquatic conservation. Aquatic Conserv: Mar. 

Freshw. Ecosyst., 26: 237ï250. doi: 10.1002/aqc.2654.

UAV campaign vs. Cubesat video


