
METHODOLOGY
The valleys of the histogram 

are selected, each a 
prospective threshold. 

Divergence of each pixel has 
been found out and added. 

Minimum divergence means 
that maximum belonging of 

pixels to the object region and 
pixels to the belonging region, 
that is the thresholded image is 

almost towards the ideally 
segmented image. Minimum 

divergence is selected and the 
corresponding gray level is the 

optimum threshold.
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FORMULATION FLOWCHART
μ0 = ,  μ1 =                    , where μ0, μ1 are average g-levels of  object and 

background respectively, f a g-level and t the chosen threshold.
From the theory of standard gamma distribution,  membership of a certain gray level to the object-background 
distribution scheme is μ(f(i,j)) =                             if  f<t     

= if  f>t
Similar memberships can be established for multimodal thresholding too.

Total Fuzzy divergence between 
two images, A and B, can be derived 
from Shannon’s entropy and finally
written as :
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BASIC DEFINITIONS

•Fuzzy histogram is used instead of a normal histogram. 
A membership slope is decided (n=3 in this case) and 
the probability of occurance of any gray level is 
influenced by its neighboring gray levels, in weght of 
the slope.
•Gamma distribution is given as :

•Standard gamma distribution imples μ = 0, β = 1, i.e. 
standard gamma distribution.
•Shannon information theory is used to determine the 
funny entropy of an image.
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FUTURE WORK
•Usage of different classes of membership other than 
the skewed gamma distribution for belongingness.
•Comparison of various types of fuzzy entropy 
divergence funtions to differentiate images.
•Optimize the number of thresholds for a given 
image and resoltuion.
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